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Multiscale Modeling for Turbulence Simulation in
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The discontinuous Galerkin (DG) method provides unique capabilities that can be utilized to improve accu-
racy and efficiency in simulating turbulent flows in complex geometries. This paper continues our research on
DG methods for turbulent flows by considering turbulent channel flow at low to moderate Reynolds numbers
(Reτ = 100 to 395). It is shown that DG solutions can successfully predict low-order statistics with fewer degrees
of freedom than traditional numerical methods. This reduction is achieved by utilizing localhp-refinement such
that the computational grid is refined simultaneously in all three spatial coordinates with decreasing distance
from the wall. Another advantage of DG is that Dirichlet boundary conditions can be enforced weakly through
integrals of the numerical fluxes and we explore the use of such “weak” wall-boundary conditions for turbulent
channel flow. Finally, preliminary results are presented using DG with the variational multiscale (VMS) method
for large eddy simulation that highlight the synergism of this combination.

Introduction
We continue to explore the use of discontinuous Galerkin

(DG) for simulating compressible turbulent flows and the
current paper builds upon several recent publications that
document our progress to date [1–3]. The focus of the
current paper is to explore several features of the DG
method including localhp-refinement and weak boundary
condition enforcement as a potential strategy for “wall-
modeling.” In addition, we present preliminary results for
the combination of DG and the variation multiscale (VMS)
method for large eddy simulation (LES) [4–6] — a syner-
gistic combination that is promising for LES in complex
geometries.

Discontinuous Galerkin can be thought of as a hybrid of
finite-volume and finite-element methods that has a number
of potential advantages including: high-order accuracy on
unstructured meshes, localhp-refinement, weak imposition
of boundary conditions, local conservation, and orthogonal
hierarchical bases that support multiscale turbulence mod-
eling [1, 4, 6]. The interested reader should consult the
review of Cockburn [7] and Cockburn et al. [8] for a recent
update on the status of discontinuous Galerkin. Since the
DG method is ideally suited for hyperbolic or nearly hyper-
bolic systems, DG may be a particularly attractive method
for high-Reynolds-numbercompressible turbulent flows in
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complex geometries. This paper takes a first step in apply-
ing DG to turbulent flows by considering low-Reynolds-
number DNS of compressible turbulent channel flow. We
note, before proceeding, that there is considerable ongo-
ing research on DG methods (see Cockburn et al. 8) and
we have greatly benefited from the work of Cockburn and
co-workers, Karniadakis and co-workers, and Bassi and
Rebay.

This paper begins with the formulation and implemen-
tation of DG for turbulence simulation including a brief
discussion of LES based the VMS method [4–6]. We be-
lieve that the combination of DG and VMS is particularly
attractive for LES of turbulent flows in complex geome-
tries [1, 2]. The localhp-refinement capability of DG is
applied to fully-developed turbulent channel flow and re-
sults are presented in a turbulence Reynolds number range
of Reτ = 100 to 395 (the highest Reynolds number un-
steady turbulent flow simulated to-date with DG methods).
Preliminary results using the combined DG/VMS method
for LES are also presented. We continue to explore the ad-
vantages of weak boundary condition enforcement and its
potential for wall-modeling by implementing a boundary
penalty method that allows for control of the size of solu-
tion jumps at wall boundaries. Finally, the paper concludes
with a summary of our findings and a discussion of future
work.

Formulation
Consider the compressible Navier–Stokes equations in

strong form

U ,t + F i,i − F
v
i,i = S in Ω, (1a)

U(x, 0) = U0(x) (1b)
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Fig. 1 Schematic of DGM discretization

whereU = {ρ, ρu, ρe}T is the vector of conserved vari-
ables,ρ is the fluid density,u is the fluid velocity vector,
ande is the total energy per unit mass. The inviscid and vis-
cous flux vectors in theith coordinate direction areF i(U)
andF

v
i (U), andS is a source term. Equation (1a) is solved

subject to appropriate boundary conditions which must be
specified for each problem of interest; a state equation, such
as the ideal gas equation; and constitutive laws that define
fluid properties such as viscosity and thermal conductiv-
ity as functions of the conserved variables. Due to space
limitations, we do not explicitly define the flux vectors,
state equation, or constitutive relations, but instead refer
the reader to standard texts (see, e.g., Hirsch [9]).

The fixed spatial domain for the problem is denoted by
Ω, which is an open, connected, bounded subset ofIR3,
with boundary∂Ω. Let Ph be a partition of the domainΩ
into N subdomainsΩe where

Ω̄ =
N⋃

e=1

Ω̄e and Ωe ∩ Ωf = ∅ for e 6= f . (2)

Starting from the strong form of the compressible
Navier–Stokes equations (1a), we consider a single subdo-
main, Ωe, multiply by a weighting functionW which is
continuous inΩe, and integrate the flux terms by parts

∫

Ωe

(
W

T
U ,t + W

T
,i(F

v
i − F i)

)
dx +

∫

∂Ωe

W
T (F n − F

v
n) ds =

∫

Ωe

W
T
S ds (3)

whereF n = F ini. If the solution were assumed to be
continuous and this equation were summed over all the
elements inPh, then the flux terms would telescope to
the boundary∂Ω and we would obtain the standard con-
tinuous Galerkin form of the compressible Navier–Stokes
equations. However, in discontinuous Galerkin, one in-
stead allows the solution and weighting functions to be
discontinuous across element interfaces (see Fig. 1) and
the solutions on each element are coupled using appropri-
ate numerical fluxes for both the inviscid fluxF n(U) →

F̂ n(U−, U+) and the viscous flux,F v
i (U , U ,j) →

F̂
v

i (U−, U−
,j , U

+, U+
,j). Introducing numerical fluxes and

summing over all elements yields

N∑
e=1

∫

Ωe

(
W

T
U ,t + W

T
,i(F

v
i − F i)

)
dx +

N∑
e=1

∫

∂Ωe

W
T

(
F̂ n(U−, U+)

)
ds −

N∑
e=1

∫

∂Ωe

W
T

(
F̂

v

n(U−, U−
,j , U

+, U+
,j)

)
ds

=

N∑

e=1

∫

Ωe

W
T
S ds (4)

where theU+ andU
− states are defined in Fig. 1. For an

element edge on the physical boundary∂Ω, U
+ = U bc.

Likewise, for inter-element boundaries,U
+ comes from

the neighboring element. Thus, all interface and boundary
conditions are set through the numerical fluxes. Rewriting
(4) in a more compact notation, the discontinuous Galerkin
method is:

Given U0 = U0(x), for t ∈ (0, T ), find U(x, t) ∈
V(Ph) × H1(0, T ) such thatU(x, 0) = U0(x) and

BDG(W , U) = (W ,S) ∀W ∈ V(Ph), (5)

whereV(Ph) is a so-called broken space [10]. IfV(Ph)
is restricted to a space of continuous functions, then one
recovers the classical continuous Galerkin approximation
upon using the consistency properties of the numerical
fluxes [7].

While there are a wide range of choices for both the in-
viscid and viscous numerical fluxes [7], we have chosen to
use a Lax–Friedrichs method for the Euler flux

F̂ n(U−, U+) =
1

2

(
F n(U−) + F n(U+)

)

+
1

2

[
λm

(
U

− − U
+
)]

(6)

whereλm is the maximum, in absolute value, of the eigen-
values of the Euler JacobianAn = ∂F n/∂U .

For the numerical viscous flux, we use the method of
Bassi and Rebay [11]. First, a “jump savvy” gradient of the
state,σj ∼ U ,j is computed by solving

N∑

e=1

∫

Ωe

V
T
σj dx = −

N∑

e=1

∫

Ωe

V
T
,jU dx +

N∑

e=1

∫

∂Ωe

V
T
Ûnj ds ∀V ∈ V(Ph) (7)

for each direction,j, where

Û ≡
1

2

(
U

− + U
+
)

. (8)
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The Bassi and Rebay [11] viscous flux is then computed
using

F̂
v

n(U−, σ−
j , U+, σ+

j ) =

1

2

(
F

v
n(U−, σ−

j ) + F
v
n(U+, σ+

j )
)

. (9)

While this method is known to be only “weakly stable”
[12], we have not encountered any difficulties for the prob-
lems considered here and this method has been used suc-
cessfully in prior studies [11].

In setting boundary conditions weakly through the nu-
merical fluxes, one must construct a state,U bc, that en-
forces the appropriate boundary conditions and Atkins [13]
provides a discussion of the important issues involved in
selectingU bc. For the Navier–Stokes calculations reported
here, we use the following approach at the isothermal wall
boundaries. We evaluateU bc separately for the convec-
tive and viscous fluxes. Letq1 = (u−ny − v−nx)ny,
q2 = (v−nx − u−ny)nx, andq3 = (w−nx − u−nz)nx

then the reconstructed state at a wall for the convective flux
is

U bc =





ρ−

ρ− q1

ρ− q2

ρ− q3

ρρ−e− + 0.5ρ−
(
q2
1 + q2

2 + q2
3

)





. (10)

This state enforces the no-penetration condition which is
appropriate for both inviscid and viscous calculations. For
the viscous flux, the no-slip condition is enforced using

U bc =





ρ−

0
0
0

ρ−Tw/(γ(γ − 1)M2)





(11)

whereTw is the prescribed wall temperature,γ is the ratio
of specific heats, andM is the reference Mach number.

To explore the effects of the weak wall-boundary en-
forcement described above, we also consider a boundary
penalty method that provides a means to control the mag-
nitude of jumps at the boundaries. We modify the Bassi–
Rebay viscous flux (9) at the physical walls such that

F̂
v

n(U−, σ−
j , U+, σ+

j ) =

1

2

(
F

v
n(U−, σ−

j ) + F
v
n(U+, σ+

j )
)

+

ε
(
U

+ − U
−

)
(12)

whereε > 0 is a penalty factor. When the penalty factor
is set to zero the Bassi-Rebay weak wall-boundary condi-
tion enforcement presented above is recovered. With the
penalty parameter set to a large value, a hard wall-boundary
condition is approached.

Variational Multiscale Method for LES
One of the principal challenges in using filter-based LES

is the extension to complex geometries [14]. Recently, a

new paradigm for LES, called the Variational Multi-Scale
(VMS) method, was introduced by Hughes et al. [4] and
recast in a form more consistent with traditional turbulence
modeling by Collis [6]. This method bypasses several of
the limitations of filter-based LES, such as filter/derivative
commutation and filter design on inhomogeneous grids,
by using variational projection to effect scale separation,
thereby making extension to complex geometries easier.

The VMS methodology, involvesa priori partitioning of
the solutionU = U +Ũ +Û whereU are the large scales,
Ũ are the small scales, and̂U are the unresolved scales
[6]. Subsequently, equations for each scale range can be
derived and the influence of the unresolved scales (through
Reynolds and cross stresses) on the resolved scales can be
isolated (see Collis [6] for details). Thereafter, a subgrid-
scale model confined to act just on the small scales, such
as a constant coefficient Smagorinsky model, is introduced
to model the influence of the unresolved scales on the re-
solved scales. This approach to modeling, whereno ex-
plicit model is applied on the large scales, is believed to be
responsible for the success of VMS, when using a constant
coefficient Smagorinsky model on the small scales, in both
equilibrium and non-equilibrium flows [5, 15, 16].

The discontinuous Galerkin method permits the use of
unstructured grids with high-order, hierarchical represen-
tations used on each element that provides a convenient
setting for VMS turbulence modeling. This makes the
combination of DG and VMS particularly attractive for tur-
bulence simulations in complex geometries [1].

Weak boundary conditions
Before presenting turbulence simulation results, we first

revisit the discussion of Collis [2] to motivate our interest
in weak boundary condition enforcement. Using discon-
tinuous Galerkin methods, Dirichlet boundary conditions
are most naturally enforced weakly through the numeri-
cal fluxes. While similar “weak” boundary conditions have
been used for far-field nonreflecting boundary conditions in
finite-difference discretizations (see e.g. Poinsot and Lele
[17], Thompson [18]) the use of weak boundary condi-
tions for wall-type boundary conditions is less common,
especially in the flow physics community. In the compu-
tational mechanics and applied mathematics communities
there has been prior work on weak enforcement of Dirich-
let boundary conditions in the continuous Galerkin method
by Babuska [19] and Nitsche [20] and these methods are
related to discontinuous Galerkin [12]. Likewise, the re-
cent work of Layton [21] provides theoretical consider-
ations on weakly enforced Dirichlet boundary conditions
for the Stokes equation that are motivated by observations
of improved solution quality compared to hard Dirichlet
boundary conditions.

While one can always set “hard” Dirichlet boundary con-
ditions in any discretization (including DG), it is interesting
to compare the performance of hard boundary conditions
with weak enforcement through the numerical fluxes as de-
scribed above. As an example, consider the simple steady,
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Fig. 2 Weak (a) and hard (b) Dirichlet boundary conditions
for an advection-diffusion problem

forced advection-diffusion problem

u,x = 1 + νu,xx (13)

with boundary conditionsu(0) = u(1) = 0 and diffu-
sivity ν = 0.01. Figure 2 shows results computed using
a discontinuous Galerkin discretization with twop = 6
elements using both hard and weak enforcement of the
Dirichlet boundary conditions. This discretization was in-
tentionally selected to be coarse in order to highlight the
differences between the two solutions. One clearly sees
that oscillations are more pronounced when a hard bound-
ary condition is used. Conversely, while oscillations are
less in the weak case, the boundary condition on the right
side (inside the boundary layer) is only approximately sat-
isfied;u(1) = 0.374 instead of zero. Table 1 compares the
error in the solution in theL∞, L2, andH1 norms. Con-
sistent with the graphical results, the solution with weak
Dirichlet boundary conditions has four times less error in
L2 and is also better inH1. However, the solution with
weak boundary conditions is slightly worse inL∞ and this
is directly due to the error in the boundary value. Dis-
carding a small region nearx = 1, the weak solution
is also better inL∞. While these results are certainly
not conclusive, they are indicative of the potential benefit

BC L∞ L2 H1

Weak 0.374 0.0198 2.00
Hard 0.251 0.0850 3.35

Table 1 Errors in advection diffusion solutions

gained from weak enforcement of Dirichlet boundary con-
ditions that are naturally obtained from a DG discretization.
Philosophically speaking, one should not enforce bound-
ary conditions any more accurately then the error in the
interior solution. Doing so tends to over-constrain the in-
terior solution, typically leading to oscillations as seenin
figure 2(b). By weakly enforcing boundary conditions one
obtains solutions that still feel the influence of the boundary
through the numerical fluxes, but in a manner that is con-
sistent with the accuracy of the interior solution, leadingto
improved solutions away from the wall. Given the impor-
tance of wall boundary conditions for near-wall turbulence,
we will pay particular attention to the success of the weak
boundary condition throughout the following discussion.

Numerical Results
We now consider fully-developed turbulent flow in a

plane channel with coordinatesx = x1 in the streamwise
direction,y = x2 in the wall-normal direction, andz = x3

in the spanwise direction. The flow is assumed to be peri-
odic in the streamwise and spanwise directions where the
box size is selected so that the turbulence is adequately
decorrelated in both directions.

As a first step toward utilizing DG for turbulent flows,
we have performed simulations atReτ = 100, 180, and
395, all with a centerline Mach number ofMc = 0.3 so
that comparisons can be made directly to prior incompress-
ible results (see e.g., Refs. [22, 23]). Following Coleman
et al. [24], we use a cold, isothermal wall so that internal
energy created by molecular dissipation is removed from
the domain via heat transfer across the walls, allowing a
statistically steady state to be achieved. The bulk mass
flow is held constant by the addition of anx1-momentum
source on the right-hand side of (1a). We note in passing,
that local, weak boundary-condition enforcement must be
explicitly constructed to ensure global conservation and ad-
ditional details will appear in a future publication.

The computational domain is(4π, 2, 4π/3) for Reτ =
100 and 180, while forReτ = 395 a smaller domain of
(2π, 2, 2π/3) is used. Exploiting the flexibility of the DG
method, we use bothh and p refinement to more effi-
ciently resolve flow features near the wall. In particular,
two wall-normal distributions of elements are investigated:
a uniform mesh and a stretched mesh. For the stretched
mesh, the grid points are given by

yj =
tanh(cs(2j/Ny − 1))

tanh cs

+ 1 , j = 0, 1, . . . , Ny

(14)
whereNy is the number of elements in the wall-normal
direction andcs is the stretching factor in the range1.75 <
cs < 2.0. Unless explicitly stated, we use the stretched
mesh.
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Fig. 3 Cross-stream (z–y) quadrature grid for an 8 × 8 × 8

stretched mesh withp = {5, 5, 4, 3}.

In addition to localh-refinement using the stretched
mesh, we also utilize localp-refinement by reducing the
polynomial order away from the wall. Figure 3 shows a
typical crossflow quadrature grid for the stretched mesh
using 8 elements in the wall-normal direction. Moving
from the bottom wall to the top wall, the element order
varies like: {5, 5, 4, 3, 3, 4, 5, 5} resulting in a total of
79,488 degrees of freedom. Note that the flexibility of
the DG method makes it possible to coarsen simultane-
ously inall three coordinate directions as one moves away
from the wall. In all cases, we use third-order TVD-RK
time advancement with∆t = 0.0001. This time step is
a factor of 10 smaller than that typically used in our in-
compressible code [25] because the incompressible code
treats wall-normal viscous terms implicitly. We are cur-
rently enhancing our DG code to support implicit time-
advancement. We also note that computing turbulence
statistics from a DG solution requires a substantial coding
effort, so that currently we compute only mean and rms
quantities. Higher-order statistics and spectra will be pre-
sented in future publications.

Resolution Study

We begin withReτ = 100 and preliminary results at this
Reynolds number were previously presented in Refs. [2, 3].
Here, we present a more thorough resolution study at this
Reynolds number as well as results atReτ = 180 and395,
below.

We start withReτ = 100 results obtained using a4×4×8
mesh with a uniform polynomial orderp = 3. The mean-
flow and rms profiles for this case, seen in Fig. 4, are in
poor agreement with the reference DNS. However, increas-
ing the polynomial order on the same mesh top = 4 leads
to a significant improvement in the both the meanflow and
rms profiles (see Fig. 4). A summary of the simulation pa-
rameters for the resolution study atReτ = 100 can be found
in Table 2. It is typical of DG solutions with weak wall-
boundary condition enforcement that the solution slips at
the wall. The amount of slip is related to the resolution used
in the simulation. Table 2 records a significant decrease in
streamwise slip velocity from3.85% to 0.27% associated
with an increase in polynomial order fromp = 3 to 4. It is
important to note that changing the polynomial order uni-
formly leads to refinement inall three coordinate directions
simultaneously so that the degrees of freedom (d.o.f.) is

doubled (see Table 2) when going fromp = 3 to p = 4. It
is for this reason (spectral convergence) that there is a dra-
matic improvement in the solution quality for an increase
of just one polynomial order.

Next, we study the effects ofh-refinement by using a
8 × 8 × 8 mesh withp = 3 (see Table 2). A comparison
of meanflow and rms profiles from this simulation with re-
sults from the4 × 4 × 8 mesh usingp = 4 is presented
in Fig. 5. While the meanflow predictions for both simula-
tions are similar, there is a noticeable improvement in rms
profiles for the higher resolutionh-mesh. This improve-
ment can be attributed, in large part, to improved resolution
in the wall-normal direction. To substantiate this claim,
we present results for a uniform wall-normal mesh for the
same8 × 8 × 8 resolution, again usingp = 3. Figure 6
compares meanflow and rms profiles for the stretched and
uniform meshes. The meanflow profile indicates a signifi-
cant overprediction of the wall shear-stress for the uniform
mesh. Likewise, the rms profiles for the uniform mesh are
not in good agreement with DNS. The difference in the
wall-normal resolution results in a dramatic difference in
the level of slip in the streamwise velocity at the wall —
4% and 0.07% for the unstretched and stretched meshes
respectively. These results indicate the crucial role that
wall-normal resolution (∆y+

w ) plays in the quality of solu-
tions. In particular, very coarse meshes in the wall-normal
direction, i.e.∆y+

w > 4, result in poor low-order statistics
(see Table 2). We note, that the values of∆y+

w reported
here are based on the distance of the first collocation point
off the wall — the first element size would be roughly
5 times greater. Given this, the wall-normal resolutions
reported here (even the highest resolution cases we con-
sidered) are significantly coarser than those typically used
in LES and DNS of wall-bounded turbulence. It appears
that the weak wall-boundary condition enforcement allows
for significant reductions in wall-normal resolution (as long
as∆y+

w < 4) without degrading overall solution quality. In
essence, the viscous sublayer is partially represented by the
jump in quantities as the wall, and we term this approach
“boundary layer capturing.” The improved results at low
resolutions for the channel flow are consistent with the sim-
ple advection-diffusion example discussed above.

We have also recently reported results atReτ = 100 that
use a variable polynomial-order distribution in the wall-
normal direction [2, 3]. Due to space limitations, we do
not revisit those results here, but instead note that they are
consistent with the trends observed here. Variablep-order
cases will be presented forReτ = 180 and395.

Given the well-known importance of spanwise resolu-
tion in wall-bounded turbulent flows [22, 23], we now focus
attention on the spanwise direction. The simulations dis-
cussed so far used 8 elements in the spanwise direction and
good solutions were obtained withp = 3, given sufficient
wall-normal resolution. With 8 elements across the chan-
nel, each element is approximately 50 wall-units in width,
which roughly corresponds to half the typical streak spac-
ing. Using this element size, we have obtained good mean
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p Nx × Ny × Nz ∆y+
w ∆x+

w ∆z+
w Slip (%) d.o.f

3 4 × 4 × 8 4.35 314 52.3 3.85 8,192
4 4 × 4 × 8 2.96 314 52.3 0.27 16,000
3 8 × 8 × 8 1.40 157 52.3 0.07 32,768
3∗ 8 × 8 × 8 4.69 157 52.3 4.02 32,768

Table 2 Simulation parameters forReτ = 100 with domain size (4π, 2, 4π/3) on the stretched mesh. The∗ denotes a uniform
wall-normal mesh.

and rms profiles forp ≥ 3. For p < 3, the solutions are
similar to those obtained with traditional low-order upwind
finite-difference and finite-volume methods were numeri-
cal dissipation tends to suppress turbulent fluctuations. Re-
call that we use the Lax–Friedrichs flux which is known to
be highly dissipative so that these observations may altered
if a different numerical flux is used and this is an interest-
ing area for future research. However, the key point is that
for elements with∆z+

w ≤ 50, p ≥ 3 results in solutions
in good agreement with DNS without indication of adverse
effects due to numerical dissipation.

To further explore the influence of spanwise element
size, we also performed simulations on a coarse4 × 4 × 4
mesh usingp = 3. In this case, the spanwise element
size is approximately 100 wall-units which indicates that
both a low- and high-speed streak are contained within
one element. Consequently, the elements are larger than
the near-wall vortices and our experience with DG in two-
dimensional simulations indicates that high polynomial or-
ders (p > 7) are required to adequately resolve a vortex
within a single element. Thus, not surprisingly, this sim-
ulation was non-linearly unstable due to inadequate repre-
sentation of the viscous dissipation scales.

A summary of the relative resolutions, in wall units, for
all the simulations atReτ = 100 is presented in Table 2.
Overall, excellent low-order statistics are obtained using a
uniform polynomial orderp = 3 on an8 × 8 × 8 mesh
that gives a streamwise (∆x+

w) and spanwise (∆z+
w ) extent

for each element of approximately160 and 50, respec-
tively. Importantly,∆y+

w > 1 for all the cases considered
so far, a value greater than normally used in LES [26, 27].
As discussed above, the weak wall-boundary condition en-
forcement is responsible for mitigating the wall-normal res-
olution requirements and we explore this in more detail in
our discussion of the boundary penalty method.

We now extend our resolution study to higher Reynolds
numbers. Table 3 presents the simulations parameters for
Reτ = 180. We begin with a8 × 8 × 16 mesh using a uni-
form polynomial orderp = 3 that gives a∆x+

w ≈ 280,
∆y+

w ≈ 2.5, and∆z+
w ≈ 50 (see Table 3). Based on

our findings atReτ = 100, we might expect that the wall-
normal resolution is too low, and while the mean and rms
profiles in Fig. 7 show reasonable agreement with DNS
[23], there is clearly a slight underprediction of wall shear-
stress. Overall, the results are slightly better than those
obtained for a similar relative resolution atReτ = 100,
likely due to the fact that we useReτ = 180 instead of
Reτ = 200, although the resolution was exactly doubled in
each coordinate direction.
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Fig. 4 Comparison of mean and rms velocity profiles in wall
units at Reτ = 100 for the stretched4× 4× 8 mesh using dif-
ferent polynomial orders: incompressible DNS;
DG p = 3; DG p = 4; law of the wall.

Also shown in Fig. 7 are results from two additional sim-
ulations: p = 4 on an8 × 8 × 16 mesh (p-refinement)
andp = 3 on a16 × 16 × 16 mesh (h-refinement). The
relative resolutions shown in Table 3 for these simulations
correspond well with their counterparts atReτ = 100 (see
Table 2). Similar to the results atReτ = 100, the mean and
rms profiles for the higherh-resolution mesh withp = 3
are in better agreement with DNS than the8 × 8 × 16
mesh withp = 4. However, both are in reasonable agree-
ment with the DNS [23] and the total number of degrees
of freedom required for theh-refinement is twice that for
p-refinement.
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Fig. 5 Comparison of mean and rms velocity profiles in wall
units for Reτ = 100 on the stretched mesh with differenth
and p resolutions: incompressible DNS; DG
with p = 4 and 4 × 4 × 8 mesh; DG with p = 3

and 8 × 8 × 8 mesh; law of the wall.

As a means to further improve the solution without re-
sorting to the cost associated with a finerh-mesh, we
exploit the flexibility of DG to allow localp-refinement.
Retaining the8 × 8 × 16 mesh, we now use a polynomial-
order distribution in the wall-normal direction ofp =
{5, 5, 4, 3, 3, 4, 5, 5} (see Table 3). Figure 8 compares re-
sults from this simulation with the two higher resolution
simulations considered previously:p = 4 on the8×8×16
mesh andp = 3 on the16 × 16 × 16 mesh (see Table 3).
Low-order statistics from the variable polynomial distribu-
tion simulation are similar to thep = 4 simulation on the
same mesh. However, in the near-wall region where the
variablep-order simulation usesp = 5, the agreement with
the higher resolutionh-mesh (and DNS) is better (this is
most clearly seen in the rms profiles in Fig. 7. The core of
the channel, for the variable polynomial case, actually uses
a lower polynomial order (p = 3) than the constantp = 4
simulation and this does not have an adverse affect on the
rest of the domain. It is important to point out that while
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Fig. 6 Comparison of mean and rms velocity profiles in wall
units for Reτ = 100 with and without wall-normal stretching
on a 8 × 8 × 8 mesh using uniform polynomial-order p =

3: incompressible DNS; uniform mesh;
stretched mesh; law of the wall.

this may not be an optimal distribution of polynomial order,
it only uses a little over one half the total degrees of free-
dom as the high resolutionh-mesh and the solution is of
comparable quality. Above all, these results demonstrate
the flexibility inherent in DG discretizations that can po-
tentially be utilized to efficiently improve solution quality.
This is one of the features that makes DG attractive for tur-
bulence simulations and we expect to make even greater
use of this feature for free-shear flows.

Finally, we present preliminary results atReτ = 395
computed on a(2π, 2, 2π/3) domain. The mesh is cho-
sen so that the relative resolution is comparable to the
simulations atReτ = 100 and Reτ = 180 that pro-
duced reasonable low-order statistics:∆x+

w ≈ 300 and
∆z+

w ≈ 50. A summary of the simulation parameters
for Reτ = 395 is given in Table 4. Two distributions of
polynomial order are considered: a uniform polynomial
order withp = 4 and a variable polynomial distribution
with p = {6, 6, 5, 4, 4, 5, 6, 6} in the wall-normal direction.
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p Nx × Ny × Nz ∆y+
w ∆x+

w ∆z+
w Slip (%) d.o.f

3 8 × 8 × 16 2.52 283 47.1 0.30 65,536
4 8 × 8 × 16 1.71 283 47.1 0.31 128,000

{5, 5, 4, 3} 8 × 8 × 16 1.24 283 47.1 0.12 158,976
3 16 × 16 × 16 1.01 141 47.1 0.04 262,144

Table 3 Simulation parameters forReτ = 180 with domain size (4π, 2, 4π/3) on the stretched mesh.
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Fig. 7 Comparison of mean and rms velocity profiles in wall
units for Reτ = 180 on the stretched mesh for differenth and
p: DNS [23]; DG with 8 × 8 × 16 mesh using
p = 3; DG with 8 × 8 × 16 mesh usingp = 4;
DG with 16 × 16 × 16 mesh usingp = 3.

Mean profiles from both simulations, shown in Fig. 9, are
in good agreement with DNS [23]. Overall, rms profiles,
shown in Fig. 9, are also in good agreement with the DNS.
However, the variable polynomial simulation shows signif-
icantly better agreement with DNS in the near-wall region,
wherep = 6 instead of4. However, fory+ > 200 the rms
profiles are very similar since both simulations usep = 4
in the channel core. Finally, we note that the local peaks
visible in the rms plot in Fig. 9 are associated with inter-
element boundaries and are likely a result of the technique
used to compute second-order statistics — we are currently
investigating this.
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Fig. 8 Comparison of mean and rms velocity profiles in
wall units for Reτ = 180 on the stretched mesh for dif-
ferent h and/or p: DNS [23]; DG with 8 ×
8 × 16 using p = 4; DG with 8 × 8 × 16 using
p = {5, 5, 4, 3, 3, 4, 5, 5}; DG with 16 × 16 × 16 us-
ing p = 3.

In summary, our results demonstrate that coherent struc-
tures in the near-wall region can be used to guide the se-
lection of the mesh size,h. As a useful guideline for DG
discretizations of wall-bounded turbulence, we suggest that
a streamwise resolution of∆x+

w ≈ 300 and a spanwise
resolution of∆z+

w ≈ 50 be used withp ≥ 3. In the wall-
normal direction, we recommend that the first collocation
point off the wall be such that∆y+

w ≤ 3 or, that the slip in
the streamwise velocity at the wall be less than≈ 1%. We
again note, that this wall-normal resolution is significantly
larger than that commonly used in turbulence simulations
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Fig. 9 Comparison of mean and rms velocity profiles in wall
units for Reτ = 395 on8×8×18 stretched mesh with different
polynomial orders: incompressible DNS [23];
DG usingp = {6, 6, 5, 4}; DG usingp = 4; law
of the wall.

— both DNS and LES (see e.g., Refs. [23, 26, 28]) and the
success of our approach appears to be related to the use of
weak enforcement of the no-slip boundary condition.

Subgrid-Scale Modeling

So far, all of the results presented in this paper donot
use a subgrid-scale model. As such, they may be called no-
model LES or coarse grid DNS. In this section, we present
some preliminary results for the application of explicit
subgrid-scale models (i.e. LES) within our DG formula-
tion. For expediency, all results are forReτ = 100 and, ob-
viously, additional research is required at higher Reynolds
numbers. We consider three approaches: no-model, a con-
stant coefficient Smagorinsky model with Van Driest wall
damping, and a constant coefficient Smagorinsky variant
of the VMS model. The Smagorinsky coefficient is0.1 for
both VMS and full-scale Smagorinsky models. The length
scale,∆, used in computing the eddy viscosity is based
on a uniform323 mesh commonly used for turbulent chan-

nel simulations at this Reynolds number [27]. In the VMS
approach, a 50-50 partition in scales is used with the small-
small variant of the Smagorinsky model used on the small
scales [4].

This preliminary study use the8× 8 × 8 stretched mesh
with uniform polynomial order,p = 3. Mean and rms
profiles for all three simulations are shown in Fig. 10. As
expected, the Smagorinsky model has excessive dissipation
leading to a significant overprediction of the wall shear-
stress as well as aurms peak that is shifted away from the
wall, and significant underprediction ofvrms and wrms.
Interestingly, the no-model and VMS solutions appear to
be almost identical indicating that at this Reynolds number
and resolution, there is little need for an explicit subgrid
model. However, this does confirm one potential advan-
tage of VMS: if the large scales are sufficient to resolve the
important dynamics, the effect of the model on these scales
is minimal for an appropriately selected partition [16].

Further investigation is required to understand the role of
subgrid-scale models in our DG implementation, especially
for higher Reynolds number and lower relative resolutions.

Boundary Penalty Method

We now consider the effect of adding a boundary penalty
term to our weak wall-boundary condition as described by
Equation (12). In particular, we focus on simulations with
low wall-normal resolution (∆y+

w ≥ 4) that showed poor
agreement with DNS (see Figs. 4 and 6). Table 5 summa-
rizes the simulation parameters and, for all cases consid-
ered here, the penalty factorε = 100, which was selected
such thatε ≈ O(1/hw) wherehw is the wall-normal (ele-
ment) mesh spacing at the wall.

As discussed earlier, low wall-normal resolution can lead
to significant slip at the wall when using weak boundary
condition enforcement. With the8 × 8 × 8 uniform mesh
usingp = 3 there is4% slip of the streamwise velocity
at the wall. Figure 11 compares the drag history for this
simulation with results from the stretched mesh using the
sameh andp. The uniform mesh leads to large oscillations
in the instantaneous shear-stress and an overprediction of
the average wall shear-stress. Consequently, the meanflow
and rms profiles for this simulation, shown in Fig. 12, are
not in good agreement with DNS.

Introducing the penalty decreases the slip at the wall (see
Table 5) resulting in improved drag prediction (see Fig. 11).
Subsequently, the mean profile prediction for the8× 8× 8
uniform mesh withp = 3 and the boundary penalty, seen
in Fig. 12, is in good agreement with DNS. Likewise, the
rms profiles are also improved, although, the peak inurms

is shifted away from the wall.
Figure 13 shows a similar comparison, with and with-

out boundary penalty (see Table 5) for the stretched wall-
normal mesh using a lowh-resolution mesh (4 × 4 × 8)
with p = 3. Clearly, the mean profile is improved, although
the average wall-shear stress is now slightly overpredicted.
Likewise, the rms profiles are also improved, although not
to the same degree as for the previous mesh.
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p Nx × Ny × Nz ∆y+
w ∆x+

w ∆z+
w Slip (%) d.o.f

4 8 × 8 × 18 2.82 310 46.0 0.78 144,000
{6, 6, 5, 4} 8 × 8 × 18 1.56 310 46.0 0.0059 295,776

Table 4 Simulation parameters forReτ = 395 with domain size (2π, 2, 2π/3) on the stretched mesh.

p Nx × Ny × Nz ∆y+
w Slip (%) d.o.f ε

3 4 × 4 × 8 4.69 3.80 8,192 0
3 4 × 4 × 8 4.07 0.004 8,192 100
3 8 × 8 × 8 4.69 4.02 32,768 0
3 8 × 8 × 8 4.27 0.056 32,768 100

Table 5 Simulation parameters for Reτ = 100 with domain size (4π, 2, 4π/3) on the uniform mesh with boundary penalty
method.
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Fig. 10 Comparison of mean and rms velocity profiles in wall
units for Reτ = 100 on8×8×8 mesh usingp = 3 with various
turbulence models: incompressible DNS; DG
(no-model); DG (VMS); DG (Smagorinsky).
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Fig. 11 Comparison of skin friction (τw) the boundary
penalty method using8×8×8 uniform wall-normal direction
mesh with p = 3: DG using8 × 8 × 8 stretched mesh
with p = 3 (reference); no penalty; penalty.

In summary, weak boundary condition enforcement for
the no-slip boundary condition is advantageous in reduc-
ing near-wall resolution requirements while still leadingto
accurate mean and rms profiles. However, for very coarse
wall-normal meshes∆y+

w > 4, it appears to be advanta-
geous to alter the viscous numerical flux by including a
term that penalizes the jump in the solution at the boundary.
It may be possible to formulate a so-called “wall-model” as
a modified numerical flux at wall-boundaries and this is a
research direction that we are pursuing.

Conclusions
We have shown that discontinuous Galerkin (DG)

discretizations have extensive features (i.e. localhp-
refinement, weak boundary condition enforcement) that
can be utilized for turbulence simulation. We have per-
formed a resolution study that relates the selection of the
element mesh size with near-wall flow-structures in wall-
bounded turbulent flows. For moderate wall-normal reso-
lutions, the use of a weak boundary condition (based on the
Bassi–Rebay numerical flux) at the wall produces results
away from the wall that are in good agreement with DNS.
However, at very low resolutions a penalty term of the jump
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Fig. 12 Comparison of mean and rms velocity profiles in wall
units for Reτ = 100 on 8 × 8 × 8 mesh with an uniform
wall normal mesh usingp = 3 with various boundary con-
ditions: incompressible DNS; DG with ε = 0;

DG with ε = 100; law of the wall.

at the wall is required to accurately predict the wall-shear
stress as well as mean and rms profiles. In this way, the
boundary penalty serves as a rudimentary “wall-model”
and we feel that this is a promising research direction.

Our future work will focus on higher-order statistics to
more clearly establish the capabilities of DG for turbulent
flows. Further investigation into the choice of numerical
flux at walls, building on the boundary penalty method, is
required to establish a robust boundary enforcement tech-
nique and “wall-model.” The interaction between numer-
ical fluxes and subgrid-scale models needs to be studied
to elucidate the role of subgrid-scale modeling in DG dis-
cretizations. We also plan to implement implicit time-
advancement to mitigate time-step restrictions imposed by
the current explicit method. Finally, we will extend and test
the capabilities of this approach in more challenging flow
configurations.
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